
B R E A S T  I M A G I N G
O R I G I N A L  A R T I C L ECopyright© Author(s) - Available online at dirjournal.org.

Content of this journal is licensed under a Creative Commons
Attribution-NonCommercial 4.0 International License.

111

Diagn Interv Radiol 2025; DOI: 10.4274/dir.2024.242876

Evaluating text and visual diagnostic capabilities of large language 
models on questions related to the Breast Imaging Reporting and Data 
System Atlas 5th edition

PURPOSE
This study aimed to evaluate the performance of large language models (LLMs) and multimodal 
LLMs in interpreting the Breast Imaging Reporting and Data System (BI-RADS) categories and pro-
viding clinical management recommendations for breast radiology in text-based and visual ques-
tions.

METHODS
This cross-sectional observational study involved two steps. In the first step, we compared ten LLMs 
(namely ChatGPT 4o, ChatGPT 4, ChatGPT 3.5, Google Gemini 1.5 Pro, Google Gemini 1.0, Microsoft 
Copilot, Perplexity, Claude 3.5 Sonnet, Claude 3 Opus, and Claude 3 Opus 200K), general radiolo-
gists, and a breast radiologist using 100 text-based multiple-choice questions (MCQs) related to 
the BI-RADS Atlas 5th edition. In the second step, we assessed the performance of five multimodal 
LLMs (ChatGPT 4o, ChatGPT 4V, Claude 3.5 Sonnet, Claude 3 Opus, and Google Gemini 1.5 Pro) in 
assigning BI-RADS categories and providing clinical management recommendations on 100 breast 
ultrasound images. The comparison of correct answers and accuracy by question types was ana-
lyzed using McNemar’s and chi-squared tests. Management scores were analyzed using the Krus-
kal–Wallis and Wilcoxon tests.

RESULTS
Claude 3.5 Sonnet achieved the highest accuracy in text-based MCQs (90%), followed by ChatGPT 
4o (89%), outperforming all other LLMs and general radiologists (78% and 76%) (P < 0.05), except 
for the Claude 3 Opus models and the breast radiologist (82%) (P > 0.05). Lower-performing LLMs 
included Google Gemini 1.0 (61%) and ChatGPT 3.5 (60%). Performance across different categories 
of showed no significant variation among LLMs or radiologists (P > 0.05). For breast ultrasound im-
ages, Claude 3.5 Sonnet achieved 59% accuracy, significantly higher than other multimodal LLMs 
(P < 0.05). Management recommendations were evaluated using a 3-point Likert scale, with Claude 
3.5 Sonnet scoring the highest (mean: 2.12 ± 0.97) (P < 0.05). Accuracy varied significantly across 
BI-RADS categories, except Claude 3 Opus (P < 0.05). Gemini 1.5 Pro failed to answer any BI-RADS 5 
questions correctly. Similarly, ChatGPT 4V failed to answer any BI-RADS 1 questions correctly, mak-
ing them the least accurate in these categories (P < 0.05).

CONCLUSION
Although LLMs such as Claude 3.5 Sonnet and ChatGPT 4o show promise in text-based BI-RADS as-
sessments, their limitations in visual diagnostics suggest they should be used cautiously and under 
radiologists’ supervision to avoid misdiagnoses.

CLINICAL SIGNIFICANCE
This study demonstrates that while LLMs exhibit strong capabilities in text-based BI-RADS assess-
ments, their visual diagnostic abilities are currently limited, necessitating further development and 
cautious application in clinical practice.
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 The emergence of large language mod-
els (LLMs) marks a transformative mile-
stone in the development of artificial 

intelligence (AI). These models offer unprec-
edented potential for understanding and 
generating human-like text by leveraging 
extensive datasets. This technological ad-
vancement holds significant promise for ap-
plication in medicine.1,2 As radiology increas-
ingly relies on the interpretation of complex 
imaging data, the integration of advanced AI 
tools, such as LLMs, becomes crucial to en-
hance diagnostic accuracy and streamline 
workflows. LLMs have demonstrated remark-
able performance in various realms of radi-
ology, including testing radiological knowl-
edge in different board-style examinations, 
simplifying radiology reports , and providing 
patient information.3-7

Recent studies have also explored the po-
tential of LLMs specifically in breast imaging, 
where their capabilities show particular prom-
ise.8-10 For instance, Rao et al.9 evaluated the per-
formance of two well-known LLMs, ChatGPT 
3.5 and ChatGPT 4, in adhering to the Ameri-
can College of Radiology (ACR) eligibility crite-

ria for breast pain and breast cancer screening, 
revealing impressive accuracy rates of 88.9% 
and 98.4%, respectively. These findings high-
light the potential of LLMs as supportive tools 
in breast imaging, which is especially relevant 
given the ongoing radiologist shortages and 
the increasing volume of imaging studies.11,12 
Despite these advancements, it is crucial to 
acknowledge the limitations and challenges 
associated with LLMs, including their suscep-
tibility to generating plausible-sounding but 
incorrect answers (hallucinations).13

The Breast Imaging Reporting and Data 
System (BI-RADS) Atlas, released in its latest 
edition in 2013, has provided standardized 
nomenclature, report organization, assess-
ment structure, and a classification system 
for mammography, ultrasound, and magnet-
ic resonance imaging (MRI) of the breast.14 
 The BI-RADS Atlas is crucial for radiologists as 
it standardizes breast imaging terminology 
and reporting, ensuring clear communica-
tion and consistent, accurate patient man-
agement.15

 While the BI-RADS Atlas offers a stand-
ardized approach to breast imaging, recent 
research has begun exploring how LLMs can 
further enhance radiological assessment and 
reporting accuracy. Haver et al.16 demonstrat-
ed that ChatGPT 4 accurately predicted the 
BI-RADS category in 73.6% of 250 fictitious 
breast imaging reports. Cozzi et al.17 evaluat-
ed the concordance between different LLMs 
(ChatGPT 3.5, ChatGPT 4, and Google Bard) 
and radiologists across 2,400 reports in three 
different languages, revealing a moderate 
agreement (Gwet’s agreement coefficient: 
0.52–0.42). Despite the growing emphasis on 
the importance of LLMs in breast imaging, 
there is a significant gap in the literature re-
garding the evaluation of multimodal LLMs’ 
performance on breast ultrasound images. 
Additionally, no studies compare LLMs’ knowl-
edge of BI-RADS Atlas with that of radiologists. 
Hence, the first aim of this study is to evaluate 
the performance of nine large LLMs compared 
with breast and general radiologists on text-
based multiple-choice questions (MCQs) relat-
ed to the BI-RADS Atlas, 5th edition. The second 
aim is to assess the capability of five multi-
modal LLMs in assigning BI-RADS categories 
and providing clinical management recom-
mendations for breast ultrasound images.

Methods

Study design

 This cross-sectional observational study 
had two steps. In the first step, it compared 

different LLMs, namely ChatGPT 4o, ChatGPT 
4, ChatGPT 3.5, Google Gemini 1.5 Pro, Goog-
le Gemini 1.0, Microsoft Copilot, Perplexi-
ty, Claude 3.5 Sonnet, Claude 3 Opus, and 
Claude 3 Opus 200K, along with the respons-
es of two general radiologists and a breast 
radiologist in answering MCQs regarding the 
5th edition of the BI-RADS Atlas. 

In the second step, the study compared 
different multimodal LLMs, namely ChatGPT 
4o, ChatGPT 4V, Claude 3.5 Sonnet, Claude 3 
Opus, and Google Gemini 1.5 Pro. This step 
focused on determining the correct BI-RADS 
category and clinical management by evalu-
ating breast ultrasound images. An overview 
of the workflow is shown in Figure 1.

The study did not require ethics commit-
tee approval as it relied solely on fictional 
MCQs and a publicly available breast ultra-
sound dataset that had no identifiable pa-
tient information. Its design conformed to 
the principles articulated in the Standards 
for Reporting Diagnostic Accuracy Studies 
statement.18

Data collection for breast multiple-choice 
questions

The ACR published the 5th edition of the 
BI-RADS Atlas in 2013 to standardize termi-
nology and reporting organization in breast 
radiology.14 A total of 100 MCQs were pre-
pared and categorized using the information 
in this atlas related to ultrasound, mammog-
raphy, MRI, and general BI-RADS knowledge 
by general radiologist 3 (Y.C.G.).  Each ques-
tion had four choices, with only one correct 
answer and three distractors. The distrac-
tors were carefully chosen to be reasonable 
and related to the question. Each question 
was formulated to be clear and focused on 
a single concept to assess breast radiology 
knowledge. The questions were categorized 
according to the BI-RADS Atlas sections as 
follows: 16 on breast ultrasound, 39 on mam-
mography, 22 on breast MRI, and 23 on gen-
eral BI-RADS knowledge. All created MCQs 
are listed in Supplementary Material 1.

 Design of input–output procedures and 
performance evaluation for large language 
models

The input prompt was initiated as follows: 
“I am working on a breast radiology quiz 
and will provide you MCQs. Act like a radi-
ology professor with 30 years of expertise in 
breast imaging. Please indicate the correct 
answer. There is only one correct answer.” 
This prompt was presented in April 2024 on 
eight distinct platforms with default param-

Main points

• This study evaluated the performance of 
large language models (LLMs) and multi-
modal LLMs in interpreting the Breast Imag-
ing Reporting and Data System categories 
and providing clinical management recom-
mendations. The evaluation involved two 
steps: assessing LLMs on text-based multi-
ple-choice questions (MCQs) and evaluat-
ing multimodal LLMs on breast ultrasound 
images.

• Claude 3.5 Sonnet and ChatGPT 4o achieved 
high accuracy rates of 90% and 89%, respec-
tively, in text-based MCQs, outperforming 
general radiologists, who had accuracy rates 
of 78% and 76%. This demonstrates the 
strong potential of these advanced LLMs in 
supporting and enhancing the diagnostic 
accuracy of radiologists in text-based as-
sessments.

• Multimodal LLMs showed lower accuracy in 
evaluating breast ultrasound images, with 
Claude 3.5 Sonnet achieving only 59% ac-
curacy. This highlights a critical limitation 
in their current ability to handle visual diag-
nostic tasks effectively compared with text-
based assessments.

• The study underscores the necessity for fur-
ther development of multimodal LLMs to 
improve their visual diagnostic capabilities. 
Until these improvements are realized, the 
use of multimodal LLMs in clinical practice 
should be closely supervised by experi-
enced radiologists to prevent potential mis-
diagnoses and ensure patient safety.
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eters: OpenAI’s ChatGPT 4 and 3.5 (https://
chat.openai.com), Google Gemini 1.5 Pro 
and 1.0 (https://gemini.google.com/), Mi-
crosoft Copilot (https://copilot.microsoft.
com) (Balanced), Perplexity (https://perplex-
ity.ai), Claude 3 Opus (https://claude.ai), and 
Claude 3 Opus 200K  (https://poe.com).  The 
same prompt was presented to OpenAI’s 
ChatGPT 4o (https://chat.openai.com) in May 
2024 and Claude 3.5 Sonnet (https://claude.
ai) in July 2024 (Figure 2). Specific settings, 
such as temperature and randomness, were 
left at their default values unless specified 
otherwise by the platform.

The MCQs were sequentially added to the 
same chat session by copying and pasting 
from the MCQs list. Each LLM was presented 
with 100 questions by general radiologist 3, 
and the responses were evaluated. It is cru-
cial to note that the employed LLMs were not 
pre-trained with a specific prompt or ques-
tion set for this study. Each question was 
asked in a single chat session, without open-
ing a new chat tab for individual inquiries.

Radiologist 3 evaluated LLMs’ answers 
according to the correct answer list, marking 
them either correct (1) or incorrect (0). 

Radiologists performance evaluation for 
breast multiple-choice questions

Two European Board of Radiology-certi-
fied junior general radiologists–radiologist 1 
(T.C.) with 6 years of experience, and radiolo-
gist 2 (E.Ç.) with 6 years of experience–and a 

breast radiologist (L.G.K.) with 13 years of ex-
perience, independently assessed the MCQs 
blindly using their computers. All three an-
swered questions in different sessions. Upon 
completion of all questions, radiologist 3 
evaluated each other’s answers according to 
the correct answer list, marking them either 
correct (1) or incorrect (0).

 Multimodal large language models and 
visual breast ultrasound questions

The publicly available Breast Ultrasound 
Images dataset was utilized to assess the 
performance of multimodal LLMs with breast 
ultrasound images.19 This dataset comprises 
780 images classified as normal, benign, and 
malignant, sourced from 600 women aged 
25–75 years. The images were acquired us-
ing the LOGIQ E9 ultrasound system [Gen-
eral Electric (GE) Healthcare, Wauwatosa, WI, 
USA] and the LOGIQ E9 Agile ultrasound sys-
tem [General Electric (GE) Healthcare, Wau-
watosa, WI, USA] at Baheya Hospital in Cairo, 
Egypt. The transducers used were 1–5 MHz 
on an ML6-15-D Matrix linear probe, and the 
images were stored in PNG format with di-
mensions of 500 × 500 pixels.19

The breast radiologist selected 20 images 
for each BI-RADS category from 1 to 5, result-
ing in a total of 100 images. These BI-RADS 
categories served as a reference standard. 
These images were presented to five differ-
ent multimodal LLMs: Claude 3.5 Sonnet, 
Claude 3 Opus, Google Gemini 1.5 Vision Pro, 
ChatGPT 4o, and ChatGPT 4V.

For each image, the multimodal LLMs re-
ceived the following prompt: “I am working 
on a breast radiology quiz and will provide 
you with breast ultrasound images. Please 
act as a radiology professor with 30 years 
of expertise in breast imaging. Evaluate the 
images and assign only one correct BI-RADS 
category from BI-RADS 1 to BI-RADS 5 ac-
cording to the 5th edition of the BI-RADS At-
las. Lastly, provide clinical management rec-
ommendations for each category according 
to the same Atlas” (Figure 3).

This evaluation was conducted in July 
2024, with each image presented along with 
the prompt, using the multimodal LLMs’ de-
fault parameters.

The management recommendations pro-
vided by the multimodal LLMs, based on the 
BI-RADS categories, were evaluated using a 
3-point Likert scale defined as the Manage-
ment Score:

• 3 points: Correct management recom-
mendations according to the BI-RADS cate-
gory

• 2 points: Partially correct management 
recommendations according to the BI-RADS 
category

• 1 point: Completely incorrect manage-
ment recommendations according to the BI-
RADS category

Radiologist 3 provided the images and 
prompts to the multimodal LLMs and record-

Figure 1. The workflow of the study. MCQs, multiple-choice questions; LLMs, large language models; MRI, magnetic resonance imaging.
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ed their responses. The accuracy of these 
responses for BI-RADS categories was classi-
fied as correct (1) or incorrect (0), and clini-
cal management recommendations were 
scored using the Management Score by the 
breast radiologist.

Statistical analysis

The distribution of variables was assessed 
using the Kolmogorov–Smirnov test. De-
scriptive statistics were represented using 
percentages.  Non-parametric tests were 
employed to compare quantitative data due 
to the nature of the data distribution. The 

Kruskal–Wallis test was used to compare 
quantitative data, and Tamhane’s T2 test 
was employed for multiple post-hoc com-
parisons following the initial Kruskal–Wallis 
test. McNemar’s test was used to compare 
the proportion of correct responses between 
different questions. The chi-squared test 
was used to compare the correct answers 
by question types. The Wilcoxon test was 
used to compare the Management Scores of 
multimodal LLMs. The SPSS 26.0 (IBM, USA) 
package was used for statistical analyses, and 
statistical significance was set at P < 0.05.

Results

 Accuracy of large language models on text-
based breast multiple-choice questions

 The highest success among the LLMs was 
achieved by Claude 3.5 Sonnet with an accu-
racy rate of 90%. ChatGPT 4o ranked second 
with an accuracy rate of 89%, followed by 
Claude 3 Opus 200K with an accuracy rate 
of 84%. Subsequently, Claude 3 Opus had an 
accuracy rate of 82%, and ChatGPT 4 had an 
accuracy rate of 79%. The diagnostic accura-
cy of the breast radiologist was 82%, radiolo-
gist 1 was 78%, radiologist 2 was 76%. Goog-
le Gemini 1.5 Pro had a 67% accuracy rate, 
and Microsoft Copilot with a 65% accuracy 
rate, while both Google Gemini 1.0 and Per-
plexity scored 61%, and ChatGPT 3.5 scored 
60% accuracy  (Figure 4). 

Claude 3.5 Sonnet achieved the highest 
accuracy rate among the evaluated LLMs, 
outperforming most models with a statis-
tically significant difference (P < 0.05), ex-
cept when compared with ChatGPT 4o and 
Claude 3 Opus. Both Claude 3.5 Sonnet and 
ChatGPT 4o also surpassed the accuracy of 
the general radiologists (P < 0.05), although 
their performance was comparable with that 
of the breast radiologists (P > 0.05). Addition-
ally, no significant differences were observed 
between the breast radiologist and general 
radiologists (P > 0.05).

When comparing the LLMs Claude 3 Opus 
200K, Claude 3 Opus, and ChatGPT 4 with 
the radiologists, there were no statistically 
significant differences (P > 0.05); however, 
these models showed significant superiority 
over lower-performing LLMs, namely Goog-
le Gemini 1.5 Pro, Microsoft Copilot, and 
ChatGPT 3.5 (P < 0.001). No significant differ-
ences were found between the performanc-
es of the LLMs and radiologists across differ-
ent question categories (P > 0.05). Detailed 
comparisons of the performance between 
radiologists and LLMs are shown in Table 1, 

Figure 3. Illustrations of prompts and breast ultrasound images provided to multimodal large language 
models and their responses. MCQs, multiple-choice questions; BI-RADS, Breast Imaging Reporting and Data 
System.

Figure 2. Demonstration of prompts provided to large language models and their responses. MCQs, 
multiple-choice questions; BI-RADS, Breast Imaging Reporting and Data System.
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while the performance across question cat-
egories is illustrated in Figure 5 and Table 2.

 Accuracy of multimodal large language 
models on visual breast ultrasound ques-
tions

In a visual test consisting of 100 ques-
tions on breast ultrasound images, Claude 
3.5 Sonnet achieved an accuracy rate of 59%, 
ChatGPT 4o 39%, Google Gemini 1.5 Pro 
31%, ChatGPT 4V 20%, and Claude 3 Opus 
19% (Figure 6). The performance of Claude 
3.5 Sonnet was significantly higher than 
that of the other multimodal LLMs (P < 0.05). 
While there was no significant difference 
in performance between ChatGPT 4o and 

Google Gemini 1.5 Pro (P = 0.067), Claude 3 
Opus and ChatGPT 4V had significantly lower 
performance (P < 0.05) (Table 3).

The accuracy rates of each model by BI-
RADS categories were analyzed using the 
chi-squared test. The statistical analysis re-
vealed that only Claude 3 Opus’s accuracy 
rate did not vary by BI-RADS categories (P 
= 0.992); for other models, accuracy rates 
showed significant variation by category (P < 
0.05) (Table 4). 

In post-hoc tests:

• Claude 3.5 Sonnet had a higher accuracy 
rate for BI-RADS 5 questions (85%) compared 
with other categories (P = 0.001), while its 

accuracy rate for BI-RADS 1 questions (35%) 
was lower compared with other categories (P 
= 0.001).

• Google Gemini 1.5 Pro’s accuracy rate 
for BI-RADS 5 questions (0%) was lower com-
pared with other categories (P < 0.001).

• ChatGPT 4V had a higher accuracy rate 
for BI-RADS 5 questions (45%) compared 
with other categories (P = 0.001), but a lower 
accuracy rate for BI-RADS 1 questions (0%) (P 
= 0.012).

• ChatGPT 4o had a higher accuracy rate 
for BI-RADS 2 questions (65%) compared 
with other categories (P = 0.007) (Figure 7).

Accuracy of multimodal large language 
models on clinical management recom-
mendations

The mean Management Score of Claude 
3.5 Sonnet (mean: 2.12 ± 0.97) was signifi-
cantly superior to that of all other multimod-
al LLMs (P < 0.05). The mean Management 
Score of ChatGPT 4o (mean: 1.78 ± 0.98) was 
not significantly different from Google Gem-
ini 1.5 Pro (mean: 1.64 ± 0.93), but it outper-
formed ChatGPT 4V (mean: 1.40 ± 0.80) and 
Claude 3 Opus (mean: 1.42 ± 0.81) (P < 0.05). 
The details of the Management Score are giv-
en in Supplementary Material 2.

Discussion
 This study aimed to evaluate the per-

formance of LLMs and multimodal LLMs 
in breast radiology knowledge. The most 
striking finding of our study is that although 
LLMs excel at text-based questions, their per-

Figure 4. Accuracy of large language models and radiologists on breast multiple-choice questions. MCQs, 
multiple-choice questions.

Table 1. Comparison of the accuracy of LLMs and radiologists with P values obtained from McNemar’s test

 Claude 
3.5 
Sonnet

Claude 
3 Opus 
200k

Claude 
3 Opus

ChatGPT 
4o

ChatGPT 
4

ChatGPT 
3.5

BR R-1 R-2 Google 
Gemini 1.5 
Pro

Google 
Gemini 
1.0

Perplexity

Claude 3.5 Sonnet - 0.210 0.096 1 0.019 <0.001 0.077 0.004 <0.001 <0.001 <0.001 <0.001

Claude 3 Opus 200k 0.210 - 0.774 0.302 0.359 0.001 0.832 0.327 0.152 <0.001 <0.001 <0.001

Claude 3 Opus 0.096 0.774 - 0.189 0.648 0.002 1 0.584 0.361 0.007 <0.001 <0.001

ChatGPT 4o 1 0.302 0.189 - 0.041 <0.001 0.210 0.035 0.004 <0.001 <0.001 <0.001

ChatGPT 4 0.019 0.359 0.648 0.041 - 0.004 0.710 1 0.700 0.038 0.002 0.002

ChatGPT 3.5 <0.001 0.001 0.002 <0.001 0.004 - 0.003 0.005 0.012 0.337 1 1

BR 0.077 0.832 1 0.210 0.710 0.003 - 0.208 0.327 0.029 0.002 0.002

R-1 0.017 0.327 0.584 0.035 1 0.005 0.208 - 0.805 0.091 0.005 0.005

R-2 0.004 0.152 0.361 0.004 0.700 0.012 0.327 0.805 - 0.176 0.018 0.018

Google Gemini 1.5 Pro <0.001 <0.001 0.007 <0.001 0.038 0.337 0.029 0.091 0.176 - 0.263 0.263

Google Gemini 1.0 <0.001 <0.001 0.001 <0.001 0.002 1 0.002 0.005 0.018 0.263 - 1

Perplexity <0.001 <0.001 0.001 <0.001 0.002 1 0.002 0.005 0.018 0.263 1 -

Microsoft Copilot <0.001 0.002 <0.001 <0.001 0.035 0.522 0.007 0.037 0.100 0.860 0.607 0.607

LLMs, large language model; BR, breast radiologist; R-1, general radiologist 1; R-2, general radiologist.
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formance in evaluating real-life case images 
is not as successful. Multimodal LLMs fall 
short compared with their text-based coun-
terparts. Considering that real clinical cases 
are often complex and diagnoses are made 
through visual assessment by physicians, 
multimodal LLMs have not yet demonstrated 
sufficient performance to be used as clinical 
decision support systems in real-world set-
tings.

 Claude 3.5 Sonnet demonstrated the 
highest accuracy rate, achieving 90% in an-
swering BI-RADS Atlas 5th edition questions. 
Following closely were ChatGPT 4o and 
Claude 3 Opus 200k with accuracy rates of 
89% and 84%, respectively, while ChatGPT 

4 achieved an accuracy rate of 79%. Among 
the radiologists, the breast radiologist exhib-
ited the best performance with an accuracy 
rate of 82%, followed by general radiologist 
1 with 78%, and general radiologist 2 with 
76%. Claude 3.5 Sonnet demonstrated su-
perior performance compared with all other 
LLMs, except for ChatGPT 4o and Claude 3 
Opus models (P < 0.05). The performance of 
Claude 3.5 Sonnet and ChatGPT 4o did not 
show a significant difference from that of the 
breast radiologist (P > 0.05), but it notably 
outperformed both general radiologists (P < 
0.05). 

No statistically significant difference was 
found between ChatGPT 4o, Claude 3 Opus 

200k, Claude 3 Opus, and ChatGPT 4 (P > 
0.05). These LLMs, along with both the breast 
and general radiologists, performed signifi-
cantly better than ChatGPT 3.5, Google Gem-
ini 1.5 Pro, Google Gemini 1.0, and Perplexity 
(P < 0.05).

 While interpreting real-life breast ultra-
sound images, Claude 3.5 Sonnet achieved 
an accuracy rate of 59%, ChatGPT 4o 39%, 
Google Gemini 1.5 Pro 31%, ChatGPT 4V 20%, 
and Claude 3 Opus 19%. Claude 3.5 Sonnet 
outperforms all the other multimodal LLMs (P 
< 0.05). The diagnostic performance of multi-
modal LLMs significantly differs with the BI-
RADS category, except Claude 3 Opus. Claude 
3.5 Sonnet (85%) and Chat GPT 4V (45%) 
showed superior performance in the BI-RADS 
5 category (P = 0.001), while Google Gemini 
1.5 Pro showed a higher accuracy rate (65%) 
for BI-RADS 2 questions (P = 0.007). Gemini 
1.5 Pro did not correctly answer any ques-
tions in the BI-RADS 5 category, and ChatGPT 
4V did not correctly answer any questions 
in the BI-RADS 1 category, making them the 
least accurate in these respective categories 
(P < 0.05).

 In the Management Score, which com-
pares the recommendations of multimodal 
LLMs according to BI-RADS categories, Claude 
3.5 Sonnet (mean: 2.12 ± 0.97) outperformed 
all other multimodal LLMs (P < 0.05).

Notably, our study is the first to evaluate 
the diagnostic performance of multimodal 
LLMs breast radiology visual cases. Moreo-
ver, this study is the first to demonstrate the 
performance of the newly released Claude 
3.5 Sonnet and ChatGPT 4o in breast radiolo-
gy. Furthermore, there are currently no other 
studies that have evaluated the proficiency 
of different LLMs in breast radiology MCQs, 
both in internal comparisons and when com-
pared with radiologists.

Multimodal LLMs, such as Claude 3.5 Son-
net and ChatGPT 4o, may perform better 
than a breast radiologist on text-based ques-
tions, but they can make critical errors when 
questions involve images that impact clinical 
management. For example, Gemini 1.5 Pro 
failed to recognize any cases in the BI-RADS 
5 category, and Claude 3 Opus could not 
identify any normal images in the BI-RADS 
0 category. This finding suggests that using 
multimodal LLMs without an experienced 
radiologist in clinical practice could lead to 
misdiagnoses, either missing critical condi-
tions or misinterpreting normal findings as 
pathological.

Figure 5. Accuracy of large language models and radiologists by multiple-choice question types. MCQs, 
multiple-choice questions; MRI, magnetic resonance imaging.

Figure 6. Accuracy of multimodal large language models on breast ultrasound images. LLMs, large language 
models.
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On the other hand, the superior perfor-
mance of LLMs on text-based questions 
compared with general radiologists suggests 
that they could serve as a supportive tool, es-

pecially for junior radiologists. They can aid 
in the correct use of BI-RADS nomenclature 
and proper classification.

When multimodal LLMs correctly identify 
an image and assign an appropriate BI-RADS 
score, their management recommendations 
for patients closely align with the BI-RADS 
categories. Therefore, their success with text-
based questions indicates that if they can vis-
ually determine the correct BI-RADS catego-
ry, they are likely to provide accurate clinical 
management advice.

The variability in LLM text-based perfor-
mance may be due to differences in training 
designs, such as different datasets, model 
architectures, and fine-tuning techniques.20 
LLMs such as Microsoft Copilot, Google 
Gemini 1.0, and Perplexity, which have in-
ternet access, sometimes provide arbitrary 
answers based on non-scientific information 
they reference.21 This could explain their low-
er performance compared with other LLMs. 
ChatGPT and Claude 3 Opus models are 
trained on closed datasets, and it is unclear 
whether the BI-RADS Atlas was used in their 
training. Memorization may contribute to 
their high performance.

Several studies have explored the per-
formance of LLMs on text-based radiology 
questions.22,23 For instance, Almeida et al.22 
found that ChatGPT 4 achieved a 76% ac-
curacy rate on mammography questions 
during the Brazilian radiology board exami-
nation, compared with 65% for ChatGPT 3.5. 
Our study showed higher accuracy rates, 
with ChatGPT 4 at 79% and ChatGPT 4o at 
89%, suggesting that the difference in ques-
tion difficulty may account for this variance. 
Furthermore, ChatGPT 4 demonstrated a 
general accuracy rate of 58.5%, surpassing 
that of 2nd-year radiology residents (52.8%) 
but falling short of 3rd-year residents (61.9%) 
in the ACR Diagnostic Radiology In-Training 
(DXIT) examination.23 However, with only 10 
breast radiology questions, the DXIT exam 
may not fully capture overall performance 
in this specialty. In contrast, our study’s fo-
cus on a comprehensive set of BI-RADS Atlas 

Table 2. Accuracy rates of radiologists and LLMs by categories
Mammography MRI General 

knowledge
P

ChatGPT 4o False
True

n
n

7 (17.9%)
32 (82.1%)

2 (9.1%)
20 (90.9%)

1 (4.3%)
22 (95.7%) 0.332 X2

ChatGPT 4 False
True

n
n

10 (25.6%)
29 (74.4%)

5 (22.7%)
17 (77.3%)

4 (17.4%)
19 (82.6%) 0.700 X2

ChatGPT 3.5 False
True

n
n

14 (35.9%)
25 (64.1%)

11 (50.0%)
11 (50.0%)

9 (39.1%)
14 (60.9%) 0.744 X2

Claude 3.5 Sonnet False
True

n
n

4 (10.3%)
35 (89.7%)

2 (9.1%)
20 (90.9%)

1 (4.3%)
22 (95.7%) 0.542 X2

Claude Opus 3 200k False
True

n
n

10 (25.6%)
29 (74.4%)

2 (9.1%)
20 (90.9%)

2 (8.7%)
21 (91.3%) 0.209 X2

Claude Opus 3 False
True

n
n

10 (25.6%)
29 (74.4%)

5 (22.7%)
17 (77.3%)

2 (8.7%)
21 (91.3%) 0.193 X2

Breast radiologist False
True

n
n

10 (25.6%)
29 (74.4%)

3 (13.6%)
19 (86.4%)

2 (8.7%)
21 (91.3%) 0.364 X2

General radiologist I False
True

n
n

9 (23.1%)
30 (76.9%)

8 (36.4%)
14 (63.6%)

1 (4.3%)
22 (95.7%) 0.074 X2

General radiologist II False
True

n
n

9 (23.1%)
30 (76.9%)

5 (22.7%)
17 (77.3%)

5 (21.7%)
18 (78.3%) 0.905 X2

Google Gemini Pro 1.5 False
True

n
n

17 (43.6%)
22 (56.4%)

4 (18.2%)
18 (81.8%)

7 (30.4%)
16 (69.6%) 0.235 X2

Google Gemini 1.0 False
True

n
n

16 (41.0%)
23 (59.0%)

11 (50.0%)
11 (50.0%)

7 (30.4%)
16 (69.6%) 0.513 X2

Microsoft Copilot False
True

n
n

15 (38.5%)
24 (61.5%)

7 (31.8%)
15 (68.2%)

7 (30.4%)
16 (69.6%) 0.906 X2

Perplexity False
True

n
n

16 (41.0%)
23 (59.0%)

9 (40.9%)
13 (59.1%)

10 (43.5%)
13 (56.5%) 0.885 X2

X2, Chi-squared; LLM, large language model; MRI, magnetic resonance imaging.

Table 3. Comparison of accuracy of multimodal large language models with P values 
obtained from McNemar’s test
 Claude 3.5 

Sonnet
Claude 3 

Opus
ChatGPT 

4o
ChatGPT 

4V
Google Gemini 

1.5 Pro

Claude 3.5 Sonnet - <0.001 0.006 <0.001 <0.001

Claude 3 Opus <0.001 - 0.003 1 0.067

ChatGPT 4o 0.006 0.003 - 0.302

ChatGPT 4V <0.001 1 0.003 - 0.109

Google Gemini 1.5 Pro <0.001 0.067 0.302 0.109 -

Table 4. Accuracy rates of multimodal large language models by categories
BI-RADS-1 BI-RADS-2 BI-RADS-3 BI-RADS-4 BI-RADS-5 P

Claude 3.5 Sonnet False
True

n
n

 13 (65.0%)
 7 (35.0%)

5 (25.0%)
15 (75.0%)

12 (60.0%)
8 (40.0%)

8 (40.0%)
12 (60.0%)

3 (15.0%)
17 (85.0%) 0.004 X2

ChatGPT 4o False
True

n
n

13 (65.0%)
 7 (35.0%)

7 (35.0%)
13 (65.0%)

17 (85.0%)
3 (15.0%)

14 (70.0%)
6 (30.0%)

10 (50.0%)
10 (50.0%) 0.015 X2

ChatGPT 4V False
True

n
n

20 (100.0%)
0 (0.0%)

14 (70%)
6 (30%)

19 (95.0%)
1 (5.0%)

16 (80.0%)
4 (20.0%)

11 (55.0%)
9 (45.0%) 0.002 X2

Claude Opus 3 False
True

n
n

16 (80.0%)
4 (20.0%)

17 (85%)
3 (15%)

16 (80.0%)
4 (20.0%)

16 (80.0%)
4 (20.0%)

16 (80.0%)
4 (20.0%) 0.992 X2

Google Gemini 1.5 Pro False
True

n
n

10 (50.0%)
10 (50.0%)

13 (65.0%)
7 (35.0%)

14 (70.0%)
6 (30.0%)

12 (60.0%)
8 (40.0%)

20 (100%)
0 (0.0%) 0.010 X2

BI-RADS, Breast Imaging Reporting and Data System.
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questions resulted in higher accuracy rates, 
underscoring that LLM performance is great-
ly influenced by both the specificity and 
quantity of the questions.

Rao et al.9 observed that ChatGPT 4 out-
performed ChatGPT 3.5 on select-all-that-ap-
ply questions related to breast pain and can-
cer screening, with both models performing 
better on these MCQs than on open-ended 
ones. This aligns with our findings, where 
the use of MCQs with a single correct answer 
likely contributed to the elevated success 
rates of LLMs. In a different context, Haver et 
al.24 demonstrated ChatGPT’s ability to sim-
plify responses to frequently asked questions 
about breast cancer prevention and screen-
ing, achieving a 92% simplification rate. Our 
study, which focused on more technical and 
specific questions, showed that ChatGPT 4 
had an accuracy rate of 79%, while ChatGPT 
4o performed even better, with an accuracy 
rate of 89%.

When comparing the performance and 
readability of different LLMs, Tepe and 
Emekli25 found that responses generated by 
Gemini 1.0 and Microsoft Copilot achieved 
higher readability scores (P < 0.001), whereas 
ChatGPT 4 demonstrated superior accuracy 
(P < 0.001). Our study confirmed these re-
sults, showing that ChatGPT 4 outperformed 
both Gemini 1.0 and Microsoft Copilot in 
terms of accuracy. Similarly, Griewing et al.26 
noted a 58.8% concordance between breast 
tumor board decisions and those generated 
by ChatGPT 3.5 and 4, with Sorin et al.27 re-
porting a 70% agreement for ChatGPT 3.5. 
These findings suggest a partial alignment 

between LLMs and radiologists in clinical 
decision-making, though the variations in 
performance are likely due to differences in 
study designs and the prompts used. These 
studies collectively suggest that although 
LLMs show promise, their current perfor-
mance may not yet be adequate for seamless 
integration into clinical decision support sys-
tems.

The challenges LLMs face in interpreting 
visual questions are evident in several stud-
ies.28-30 Horiuchi et al.30 conducted a study 
involving 106 musculoskeletal radiology cas-
es, comparing the performance of ChatGPT 
4 on text-based questions with ChatGPT 4V 
on visual questions. ChatGPT 4 correctly an-
swered 46 out of 106 questions, significantly 
outperforming ChatGPT 4V, which correctly 
answered only 9 out of 106 (P < 0.001). Simi-
larly, Dehdab et al.28 evaluated ChatGPT 4V’s 
performance on chest computed tomogra-
phy slices across 60 different cases, includ-
ing coronavirus disease-2019, non-small cell 
lung cancer, and control cases, finding an 
overall diagnostic accuracy of 56.76%, with 
variability depending on the case type.

In breast radiology, Haver et al.29 com-
pared ChatGPT 4V’s performance on 151 
mammography images from the ACR BI-
RADS Atlas, reporting an accuracy rate of 
28.5% (43/151). Although ChatGPT 4V cor-
rectly identified more than 50% of cases in-
volving mass shape, architectural distortion, 
and associated features, it performed poor-
ly on calcifications, intramammary lymph 
nodes, skin lesions, and solitary dilated ducts, 
with less than 15% correct responses.29 In our 

study, ChatGPT 4V similarly showed low per-
formance, correctly answering only 20% of 
breast ultrasound questions. Notably, it had 
an accuracy rate of 45% (9/20) for BI-RADS 5 
lesions but failed to correctly identify any BI-
RADS 0 lesions (0/20), indicating a tendency 
to misinterpret normal parenchymal tissue 
as pathology.

Nonetheless, as LLMs and  multimodal 
LLMs continue to rapidly evolve and new-
er, more advanced models emerge, they 
are poised to become supportive tools for 
radiologists in the future. However, ethical 
considerations, such as ensuring patient pri-
vacy and obtaining informed consent from 
patients involved in the integration of LLMs 
into clinical decision support systems, are 
paramount.31 Moreover, the lack of transpar-
ency in the decision-making mechanisms of 
LLMs during the diagnostic process is a sig-
nificant concern.32 Therefore, it is imperative 
that LLMs and multimodal LLMs are utilized 
under the supervision of a responsible radi-
ologist to ensure their contribution to the 
diagnostic process aligns with the highest 
standards of patient care and safety.

An intriguing finding of our study is the 
notable performance of the recently intro-
duced Claude 3.5 Sonnet, which closely 
rivals ChatGPT 4o. This suggests that the 
Claude models hold promise in the medical 
domain as well. Furthermore, our study con-
tributes significantly to the existing literature 
by evaluating the performance of various 
LLMs, including both free and paid versions, 
alongside radiologists in the realm of breast 
radiology. 

 While our study offers valuable insights 
into LLMs’ and multimodal LLMs’ under-
standing of the BI-RADS Atlas, it does have 
limitations. First, the number of text-based 
questions was limited and presented in an 
MCQ format. Considering LLMs capacity to 
handle open-ended questions in real clini-
cal scenarios, their performance may bet-
ter reflect real-world situations with such 
questions. Further research comparing LLM 
performance on both open-ended and 
MCQs is warranted. Second, in our study 
evaluating multimodal LLMs’ performance, 
we only used breast ultrasound images. 
Further research should include ultrasound, 
mammography, and MRI images to better 
understand the comprehensive capabilities 
of multimodal LLMs across different imag-
ing modalities. Last, our study employed a 
single prompt to assess the performances, 
highlighting the need for research into the 
impact of different prompts and various 

Figure 7. Accuracy of multimodal large language models on Breast Imaging Reporting and Data System 
(BI-RADS) categories. LLMs, large language models.
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prompt settings on LLMs’ performance in 
breast radiology.

 In conclusion, although LLMs such as 
Claude 3.5 Sonnet and ChatGPT 4o show po-
tential in supporting radiologists with text-
based BI-RADS assessments, their current 
limitations in visual diagnostics suggest that 
these tools should be used with caution and 
under the supervision of experienced radiol-
ogists to avoid misdiagnoses.
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1. Which of the following BI-RADS breast density categories has 
the lowest sensitivity for detecting cancer on mammograms?

A) Category A 

B) Category B

C) Category C

D) Category D

2. According to the BI-RADS breast density categories, in which 
of the following categories is mammography the most sensitive 
for detecting cancer?

A) Category A

B) Category B

C) Category C

D) Category D

3. Which of the following statements about BI-RADS breast den-
sity categories is true?

A) Mammography is equally sensitive for detecting cancer in all 
breast density categories.

B) Mammography is more sensitive for detecting cancer in women 
with dense breasts than in women with fatty breasts.

C) Mammography is less sensitive for detecting cancer in women 
with dense breasts than in women with fatty breasts.

D) There is no relationship between breast density and the sensitiv-
ity of mammography.

4. According to the BI-RADS assessment categories, which of the 
following categories has the highest likelihood of malignancy?

A) Category 1

B) Category 2

C) Category 3

D) Category 4

5. Which of the following BI-RADS assessment categories has a 
likelihood of malignancy of > 2% but <95%?

A) Category 1

B) Category 2

C) Category 3

D) Category 4 

6. Which of the following management recommendations is as-
sociated with BI-RADS assessment category 3?

A) Routine mammography screening

B) Short-interval follow-up or continued surveillance mammogra-
phy

C) Tissue diagnosis

D) Surgical excision

7. When is it appropriate to use BI-RADS assessment category 6?

A) When a mammographic examination is incomplete

B) When a finding is probably benign

C) When a malignancy has been biopsy-proven

D) When a finding is highly suggestive of malignancy

8. What is the management recommendation for a BI-RADS cat-
egory 4 assessment?

A) Routine mammography screening

B) Short-interval follow-up or continued surveillance mammogra-
phy

C) Tissue diagnosis

D) Surgical excision

9. Which of the following findings is NOT typically assessed as 
BI-RADS category 3?

A) Non-calcified circumscribed solid mass

B) Palpable lesion

C) Focal asymmetry

D) Solitary group of punctate calcifications

10. What is the likelihood of malignancy for a finding assessed as 
BI-RADS category 3?

A) Essentially 0%

B) > 0% but ≤2%

C) >2% but <95%

D) ≥ 95%

Supplementary Material 1. MCQs
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11. Which of the following is NOT a characteristically benign 
finding that may be assessed as BI-RADS category 2?

A) Involuting calcified fibroadenoma

B) Skin calcifications

C) Non-calcified circumscribed solid mass

D) Oil cyst

12. Which of the following findings may be described in a BI-
RADS category 2 assessment?

A) Non-calcified circumscribed solid mass

B) Skin calcifications

C) Architectural distortion

D) Solitary group of punctate calcifications

13. Which of the following findings is NOT validated as being 
probably benign (BI-RADS category 3)?

A) Non-calcified circumscribed solid mass

B) Focal asymmetry

C) Solitary group of punctate calcifications

D) Palpable lesion

14. A screening mammogram shows unilateral axillary adenop-
athy with no suspicious findings in the breasts. The patient has 
no known infectious or inflammatory cause for the adenopathy. 
What should the BI-RADS® final assessment be?

A) Negative (BI-RADS® category 1)

B) Benign (BI-RADS® category 2)

C) Probably benign (BI-RADS® category 3)

D) Suspicious (BI-RADS® category 4) 

15. Which of the following US descriptors for tissue composition 
corresponds most closely to the BI-RADS® breast density catego-
ry “heterogeneously dense”?

A) Homogeneous background echotexture-fat

B) Homogeneous background echotexture-fibroglandular

C) Heterogeneous background echotexture

D) Not given in the provided text

16. Which of the following is NOT a finding that may be described 
in a BI-RADS® category 2 US assessment?

A) Simple cyst

B) Intramammary lymph node

C) Non-palpable solid mass

D) Postsurgical fluid collection

17. What is the recommended follow-up interval for a stable 
probably benign (BI-RADS® category 3) finding on US after the 
initial 6-month follow-up examination?

A) 3 months

B) 6 months

C) 1 year

D) 2 years

18. A US examination reveals a large axillary mass in a patient 
with known metastatic melanoma. The mass was previous-
ly biopsied and confirmed to be an axillary lymph node with 
metastatic melanoma. Except for the axillary mass, the US ex-
amination shows no abnormalities in the breast. What is the ap-
propriate BI-RADS® assessment for this examination?

A) BIRADS 1

B) BIRADS 2

C) BIRADS 3

D) BIRADS 4

19. Which of the following is NOT a category of background pa-
renchymal enhancement (BPE) on breast MRI?

A) Minima

B) Mild

C) Moderate

D) Severe

20. Which of the following is NOT a descriptor for the margin of 
a mass on breast MRI?

A) Circumscribed

B) Not circumscribed

C) Irregular

D) Rounded
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21. Which of the following is NOT a modifier describing non-
mass enhancement distribution?

A) Focal

B) Linear

C) Granular

D) Segmental

22. Which of the following is NOT an internal enhancement pat-
tern for non-mass enhancement?

A) Homogeneous

B) Heterogeneous 

C) Focal

D) Clumped

23. Which of the following is NOT an intracapsular silicone rup-
ture finding on MRI?

A) Linguine sign

B) Subcapsular line

C) Keyhole sign

D) Peri-implant fluid

24. Which BI-RADS® assessment category is not recommended 
for screening for mammography?

A) BIRADS 1

B) BIRADS 2

C) BIRADS 3

D) BIRADS 4

25. According to BI-RADS classification, which of the following is 
NOT a type of asymmetry?

A) Asymmetry

B) Global asymmetry

C) Focal asymmetry

D) Diffuse asymmetry

26. Which of the following calcification morphologies should be 
assigned to BI-RADS® category 4C?

A) Amorphous

B) Coarse heterogeneous 

C) Fine pleomorphic 

D) Fine linear or fine-linear branching

27. Which of the following statements is true regarding the mar-
gin of a mass in mammography?

A) The margin must be completely well-defined for the mass to be 
classified as circumscribed.

B) At least 75% of the margin must be well-defined for the mass to 
qualify as circumscribed.

C) If any portion of the margin is indistinct, the mass should be clas-
sified as such.

D) Spiculated margins are less suspicious than microlobulated mar-
gins.

28. What is an obscured margin in mammography?

A) A margin that is completely hidden by other tissue

B) A margin that is mostly well-defined, but part of it is hidden

C) A margin that is indistinct and irregular

D) A margin that is spiculated and jagged

29. Which of the following statements about density in mam-
mography is true?

A) Breast cancers are always lower in density than normal breast 
tissue.

B) Breast density is the most reliable mammographic feature of 
masses.

C) Breast cancers can be fat-containing.

D) The likelihood of malignancy for a high-density mass is signifi-
cantly greater than that for equal- and low-density masses.

30. Which of the following is a characteristic of a fat-containing 
mass in mammography?

A) It is always malignant.

B) It is almost always benign.

C) It is a mixed-density mass.

D) It is associated with a high risk of breast cancer.

31. Which of the following types of calcifications is typically be-
nign in mammography?

A) Fine and linear

B) Pleomorphic

C) Coarse or “popcorn-like”

D) Punctate
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32. Which of the following statements about coarse or “pop-
corn-like” calcifications in mammography is true?

A) They are typically associated with breast cancer.

B) They are small and difficult to see on mammograms.

C) They are a sign of a benign breast lesion.

D) They are more common in younger women

33. Which of the following is a characteristic of large rod-like cal-
cifications in mammography?

A) They are typically associated with breast cancer.

B) They are small and difficult to see on mammograms.

C) They are more common in younger women.

D) They follow a ductal distribution.

34. Which of the following is a characteristic of benign round cal-
cifications in mammography?

A) They are typically clustered together.

B) They are always larger than 1 mm in size.

C) They are more common in younger women.

D) They are often formed in the acini of lobules.

35. Which of the following statements about dystrophic calcifi-
cations in mammography is true?

A) They are typically associated with breast cancer.

B) They are always smaller than 1 mm in size.

C) They are more common in younger women.

D) They are caused by radiation therapy or trauma.

36. Which of the following is a characteristic of milk of calcium 
calcifications in mammography?

A) They are typically associated with breast cancer.

B) They always appear as round, smudgy deposits on all mam-
mographic projections.

C) They are more common in younger women.

D) They change shape on different mammographic projections.

37. Which of the following distributions of amorphous calcifica-
tions is suspicious and generally warrants biopsy?

A) Bilateral, diffuse

B) Grouped, linear, or segmental

C) Punctate

D) Coarse

38. What is the BI-RADS® assessment category for a single group 
of coarse heterogeneous calcifications, which has a positive pre-
dictive value of slightly less than 15%?

A) 4A

B) 4B

C) 4C

D) 5

39. What is the BI-RADS® assessment category for fine pleomor-
phic calcifications, which have a positive predictive value (PPV) 
of 29%?

A) 4A

B) 4B

C) 4C

D) 5

40. What is the BI-RADS® assessment category for fine linear and 
fine-linear branching calcifications, which have the highest PPV 
(70%) among suspicious calcifications?

A) 4A

B) 4B

C) 4C

D) 5

41. Which distribution of calcifications is of concern because it 
suggests deposits in a duct or ducts and their branches, raising 
the possibility of extensive or multifocal breast cancer?

A) Clustered

B) Grouped

C) Linear

D) Segmental

42. What is a possible cause of asymmetry that is visible on only 
one mammographic projection?

A) Summation artifacts

B) Real lesions

C) Cancer

D) Calcification
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43. Where are intramammary lymph nodes frequently located?

A) Medial and lower portions of the breast

B) Lateral and usually upper portions of the breast closer to the 
axilla

C) Central portion of the breast

D) Posterior portion of the breast

44. Which mammographic finding is a rare finding and has been 
reported to be associated with non-calcified DCIS?

A) Intramammary lymph node

B) Solitary dilated duct

C) Asymmetric breast tissue

D) Architectural distortion

45. Which of the following is a sign of malignancy?

A) Bilateral nipple inversion

B) New nipple retraction

C) Stable nipple inversion for a long period of time

D) Nipple eversion

46. Which of the following is NOT a concern for skin thickening?

A) Focal or diffuse skin thickening greater than 2 mm in thickness

B) Skin thickening that represents a change from previous mam-
mograms

C) Unilateral skin thickening after radiation therapy

D) Diffuse skin thickening with no other suspicious findings

47. Why did the fifth edition of BI-RADS® remove ranges of per-
centage dense tissue for the four density categories?

A) To emphasize the text descriptions of breast density

B) To indicate that percentage breast density is not associated with 
changes in mammographic sensitivity

C) To indicate that percentage breast density is more important 
than text descriptions of breast density for breast cancer risk as-
sessment

D) To simplify the BI-RADS® reporting system

48. What is the key difference between an asymmetry and a mass 
on a mammogram?

A) Asymmetry has concave-outward borders, while a mass has 
convex-outward borders.

B) Asymmetry is unilateral, while a mass can be bilateral.

C) Asymmetry is interspersed with fat, while a mass is not.

D) Asymmetry is less conspicuous than a mass.

49. Why was the shape descriptor “lobular” eliminated in the 
2013 edition of BI-RADS®?

A) Because it was redundant with the margin descriptor “microlob-
ulated”

B) Because it was always associated with benign masses

C) Because it was difficult to distinguish from other shape descrip-
tors

D) Because it was not a reliable indicator of malignancy

50. Which of the following is a key difference between “round” 
and “punctate” calcifications in the 2013 edition of BI-RADS®?

A) Round calcifications are typically benign, while punctate calcifi-
cations may be associated with malignancy 

B) Punctate calcifications are defined as particles <0.5 mm, while 
round calcifications are defined as particles ≥0.5 mm

C) Round calcifications are typically isolated, while punctate calcifi-
cations are typically grouped

D) Punctate calcifications are more common in younger women, 
while round calcifications are more common in older women

51. Which of the following statements about coarse heterogene-
ous calcifications is true?

A) They are always associated with malignancy.

B) They are typically benign when present as multiple bilateral 
groupings.

C) They are larger than dystrophic calcifications.

D) They are more likely to be malignant when they occur together 
with fine pleomorphic calcifications.

52. What percentage of cases of developing asymmetry are 
found to be malignant?

A) 5%

B) 15%

C) 25%

D) 35%



 

Large language models and BI-RADS Atlas-related questions • 125

53. What is the range of likelihood of malignancy for findings 
placed in BI-RADS® category 4A?

A) >2% TO ≤10%

B) >10% TO ≤20%

C) >20% TO ≤30%

D) >30% TO ≤50%

54. Which of the following findings is an example of a category 
4A finding in BI-RADS®?

A) A circumscribed solid mass with smooth margins

B) A partially (<75%) circumscribed solid mass with US features 
suggestive of a fibroadenoma

C) A mass with spiculated margins and heterogeneous internal 
echogenicity

D) A cluster of irregular microcalcifications

55. Which of the following findings is an example of a category 
4C finding in BI-RADS®?

A) A circumscribed solid mass with smooth margins

B) A partially circumscribed solid mass with US features suggestive 
of a fibroadenoma

C) A new indistinct, irregular solid mass

D) A cluster of punctate microcalcifications

56. When is BI-RADS® category 6 used?

A) When a tissue diagnosis of malignancy has been made but prior 
to complete surgical excision

B) When a biopsy is recommended for a suspicious lesion

C) When a benign lesion is found on imaging

D) When a patient has a history of breast cancer

57. What is the primary use of BI-RADS® category 0?

A) To indicate a finding that is highly suggestive of malignancy

B) To indicate the recommendation for additional imaging evalu-
ation

C) To indicate the presence of a benign lesion

D) To indicate the need for a biopsy

58. Which of the following is a common mammographic finding 
associated with gynecomastia?

A) A circumscribed solid mass with smooth margins

B) A cluster of round calcifications

C) A “flame-shaped” area of increased density extending postero-
laterally from the nipple 

D) A spiculated mass with heterogeneous internal echogenicity

59. Which of the following is recommended by the ACR Practice 
Guideline for the Performance of a Breast Ultrasound Examina-
tion (2011) for optimal US image quality?

(A) Use of a low-frequency linear array transducer

B) Use of a broad bandwidth linear array transducer with a center 
frequency of at least 10 MHz

C) Use of a handheld, high-frequency breast US system

D) Use of a system with a low-resolution imaging capability

60. What is an important consideration when setting the field of 
view (FOV) on a breast ultrasound examination?

A) The FOV should be deep enough to include the pleura and lung.

B) The FOV should be set to a shallower depth when a lesion is 
found.

C) The FOV should be set deeply enough to include breast tissue 
and the pectoralis muscle posterior to it.

D) The FOV should be set to a very narrow depth to improve image 
resolution.

61. Which of the following is the correct method for taking meas-
urements of a breast lesion on ultrasound?

A) Take two measurements from the same view, and take the third 
measurement from a view that is perpendicular to the first two.

B) Take three measurements from the same view, with each meas-
urement representing a different plane.

C) Take two measurements from the same view, and take the third 
measurement from a view that is parallel to the first two.

D) Take three measurements from different views, with each meas-
urement representing the longest axis of the lesion.

62. Which of the following is NOT a type of margin that can be 
used to characterize a mass on ultrasound?

A) Circumscribed

B) Indistinct

C) Spiculated

D) Irregular
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63. What is the key feature of an indistinct margin on ultrasound?

A) The margin is clearly demarcated from the surrounding tissue.

B) The margin is poorly defined and blends into the surrounding 
tissue. 

C) The margin is spiculated and irregular.

D) The margin is angular and has sharp corners.

64. What is the normal skin thickness in the periareolar area and 
inframammary folds on ultrasound?

A) Up to 2 mm

B) Up to 3 mm

C) Up to 4 mm

D) Up to 5 mm

65. Which of the following is a characteristic of edema on ultra-
sound?

A) Increased echogenicity of the surrounding tissue

B) Decreased echogenicity of the surrounding tissue

C) A mass-like appearance

D) Calcifications

66. Which of the following is a standardized descriptor for lesion 
stiffness on ultrasound elastography?

A) Soft

B) Intermediate

C) Hard

D) All of the above

67. What is the key difference between a “complicated cyst” and 
a “complex cystic and solid” mass on ultrasound?

A) The presence of internal echoes

B) The presence of septations

C) The presence of a discrete solid component

D) The size of the mass

68. Which of the following is a common benign mass that can be 
found in or on the skin on ultrasound?

A) Sebaceous cyst

B) Metastasis

C) Cancer

D) Abscess

69. What is the characteristic ultrasound appearance of extrava-
sated silicone or silicone gel bleed?

A) A well-defined mass with posterior acoustic shadowing

B) A cystic mass with internal echoes

C) An echogenic mass with a “snowstorm” appearance

D) A hypoechoic mass with indistinct margins

70. Which of the following is NOT a US descriptor for tissue com-
position?

A) Homogeneous background echotexture-fat

B) Homogeneous background echotexture-fibroglandular

C) Heterogeneous background echotexture

D) Coarse background echotexture

71. According to the BI-RADS fifth edition, what is the correct 
term for a mass that contains solid and cystic components on 
ultrasound?

A) Complex mass

B) Complicated mass

C) Complex cystic and solid mass

D) Cystic mass

72. Which type of calcification is typically associated with an in-
voluting fibroadenoma?

A) Fine linear and branching

B) Round

C) Coarse or “Popcorn-Like”

D) Amorphous

73. What is the recommended time point for assessing breast pa-
renchymal enhancement (BPE) on breast MRI?

A) 2 minutes

B) 5 minutes

C) 90 seconds

D) 15 minutes

74. Which of the following is NOT a characteristic of breast pa-
renchymal enhancement (BPE) on breast MRI?

A) Occurs regardless of menstrual cycle or menopausal status

B) Directly related to the amount of fibroglandular tissue

C) Evaluated with respect to the amount of fibroglandular tissue

D) May demonstrate progressive enhancement over time
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75. Which of the following is a consideration when scheduling a 
breast MRI for elective examinations?

A) Scheduling the patient early in her menstrual cycle to minimize 
background enhancement

B) Scheduling the patient late in her menstrual cycle to maximize 
breast enhancement

C) Avoiding the use of contrast agents in pre-menopausal women

D) Performing the MRI regardless of the menstrual cycle or men-
strual status

76. Which of the following features of a focus on breast MRI is 
suggestive of malignancy?

A) Not unique compared to the BPE

B) Bright on bright-fluid imaging

C) Washout kinetics

D) Persistent kinetics

77. Which of the following is a suggestive feature of a fibroade-
noma on breast MRI?

A) Enhancing internal septations

B) Non-enhancing dark internal septations

C) Washout kinetics

D) Irregular shape

78. Which of the following is a cause of a false-positive interpre-
tation of a rim-enhancing lesion on contrast-enhanced ultra-
sound?

A) Galactocele

B) Fat necrosis

C) Fibroadenoma

D) Malignant tumor

79. Which of the following internal enhancement patterns of 
non-mass enhancement (NME) is suggestive of malignancy?

A) Homogeneous

B) Heterogeneous

C) Clumped

D) Clustered ring

80. What is the primary factor used to determine the second 
phase of a contrast-enhanced lesion on MRI?

A) Initial-phase enhancement pattern

B) Delayed-phase enhancement pattern

C) Lesion morphology

D) Lesion size

81. Which of the following delayed-phase enhancement pat-
terns is most commonly associated with malignant lesions?

A) Persistent

B) Plateau

C) Washout

D) Mixed

82. Which of the following is a potential cause of asymmetric 
breast parenchymal enhancement (BPE) on contrast-enhanced 
MRI?

A) Radiation therapy

B) Menstrual cycle

C) Age

D) Menopausal status

83. What is the criterion for classifying the initial phase of en-
hancement on contrast-enhanced MRI?

A) Percent increase in signal intensity compared to precontrast im-
age

B) Time to peak enhancement

C) Shape of the enhancement curve

D) Type of contrast agent used

84. Which of the following is NOT a characteristic of intracapsular 
silicone rupture?

A) Linguine sign

B) Intraparenchymal oil cyst

C) Subcapsular line

D) Keyhole sign
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85. How can you differentiate between a focal bulge in an intact 
breast implant and extruded silicone from an extracapsular rup-
ture on MRI?

A) The focal bulge will have signs of intracarpsular rupture on MRI, 
while the extracapsular rupture will not.

B) The extracapsular rupture will have signs of intracapsular rup-
ture inside the implant on MRI, while the focal bulge will not.

C) The focal bulge will be located on the outer edge of the implant, 
while the extracapsular rupture will be located in the center of the 
implant.

D) The extracapsular rupture will be larger than the focal bulge.

86. What is the appearance of a subcapsular line on MRI in an 
intracapsular silicone implant rupture?

A) A dark line paralleling the implant edge

B) A white line paralleling the implant edge

C) A dark line perpendicular to the implant edge

D) A white line perpendicular to the implant edge

87. What are the four categories used to describe the amount of 
background enhancement on contrast-enhanced MRI?

A) None, minimal, moderate, marked 

B) Minimal, mild, moderate, marked

C) Mild, moderate, marked, severe

D) None, mild, moderate, severe

88. Which of the following statements about breast parenchy-
mal enhancement (BPE) on contrast-enhanced MRI is true?

A) BPE is only seen in patients with dense breasts.

B) BPE can occur regardless of the menstrual cycle or menopausal 
status of the patient.

C) BPE is always related to the amount of fibroglandular parenchy-
ma present.

D) Younger patients with dense breasts are less likely to demon-
strate BPE than older patients with dense breasts.

89. What is the key distinguishing feature of a focus on con-
trast-enhanced breast MRI?

A) It is a small, punctate enhancing dot that is non-specific

B) It is a small, punctate enhancing dot that shows washout kinetics

C) It is a non-enhancing dot that corresponds to a precontrast find-
ing

D) It is a small, punctate enhancing dot that is separated by inter-
vening normal breast parenchyma

90. What type of enhancement pattern on MRI most closely re-
sembles the pleomorphic pattern on mammography?

A) Punctate

B) Linear

C) Clumped

D) Regional

91. What is the appropriate BI-RADS® assessment for isolated uni-
lateral axillary adenopathy in the absence of a known infectious 
or inflammatory cause?

A) Benign (category 2)

B) Probably benign (category 3)

C) Suspicious (category 4)

D) Malignant (category 5)

92. What is the standard term for a mammographic view that is 
angled toward the axilla?

A) Craniocaudal view

B) Mediolateral oblique view

C) Lateral view

D) Axillary view

93. What is the standard abbreviation for a tangential mam-
mographic view?

A) TAN

B) CV

C) XCCM

D) XCCL

94. What is not the standard abbreviation for mammography 
views?

A) MLO75

B) SIO

C) FL

D) XCCL

95. What is not the standard abbreviation for a step-oblique 
view?

A) MLO15

B) MLO45

C) MLO75

D) MLO90
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96. Which of the following is NOT a type of fat-containing lesion 
that can be seen on a mammogram?

A) Oil cyst

B) Lipoma

C) Galactocele

D) Fibroadenoma

97. What is the standard abbreviation for a superolateral-to-in-
feromedial oblique view?

A) IOS

B) SOI

C) SIO

D) ISO

98. What is the recomended term for ultrasound regarding spe-
cial cases?

A) Clustered microcyst

B) Fibrocystic changes

C) Clustered fibrocyst

D) Microcyst

99. What is the recomended term for implants regarding loca-
tion?

A) Postglandular

B) Postpectoral

C) Retroglandular

D) Glandular

100. Which year was the fifth edition of the BI-RADS® Atlas re-
leased?

A) 2013

B) 2010

C) 2008

D) 2007

Supplementary Material 2. Accuracy rates of multimodal LLMs on BI-RADS categories

BIRADS-1 BIRADS-2 BIRADS-3 BIRADS-4 BIRADS-5 P

Claude 3.5 Sonnet False
True

n
n

13 (65.0%)
7 (35.0%)

5 (25.0%)
15 (75.0%)

12 (60.0%)
8 (40.0%)

8 (40.0%)
12 (60.0%)

3 (15.0%)
17 (85.0%) 0.004 X2

ChatGPT 4o False
True

n
n

13 (65.0%)
 7 (35.0%)

7 (35.0%)
13 (65.0%)

17 (85.0%)
3 (15.0%)

14 (70.0%)
6 (30.0%)

10 (50.0%)
10 (50.0%) 0.015 X2

ChatGPT 4V False
True

n
n

20 (100.0%)
0 (0.0%)

14 (70%)
6 (30%)

19 (95.0%)
1 (5.0%)

16 (80.0%)
4 (20.0%)

11 (55.0%)
9 (45.0%) 0.002 X2

Claude Opus 3 False
True

n
n

16 (80.0%)
4 (20.0%)

17 (85%)
3 (15%)

16 (80.0%)
 4 (20.0%)

16 (80.0%)
 4 (20.0%)

16 (80.0%)
4 (20.0%) 0.992 X2

Gemini 1.5 Pro False
True

n
n

10 (50.0%)
10 (50.0%)

13 (65.0%)
7 (35.0%)

14 (70.0%)
6 (30.0%)

12 (60.0%)
8 (40.0%)

20 (100%)
0 (0.0%) 0.010 X2

X2, chi-square; LLMs, large language models; BI-RADS, Breast Imaging Reporting and Data System.


