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Dear Editor, 

The study titled “Evaluating Microsoft Bing with ChatGPT-4 for the assessment of abdom-
inal computed tomography and magnetic resonance imaging” presents a novel approach to 
medical image analysis.1 This research aims to evaluate the effectiveness of Microsoft Bing, 
enhanced with ChatGPT-4 technology, in interpreting abdominal computed tomography (CT) 
and magnetic resonance imaging (MRI) data. Eighty abdominal images, including 44 CT and 
36 MRI scans, were examined, and Bing’s assessment was compared with that of a profes-
sional radiologist. The results showed that Bing could correctly identify CT scans with 95.4% 
accuracy and MRIs with 86.1% accuracy. However, Bing experienced some problems: wrongly 
identifying some images and poorly detecting anatomical regions, imaging planes, MRI se-
quences, and contrast agents. Bing discovered anomalies in only 35% of the images, with a 
10.7% accuracy rate.

Bing’s analysis suffers from inaccuracies in detecting imaging types, as evidenced by 
wrongly labeled CT and MRIs. The identification of MRI sequences and contrast agents was 
also poor, with success rates of 68.75% and 64.2%, respectively. Furthermore, Bing’s low cor-
rect interpretation rates for anomalies underscore the difficulties of obtaining therapeutically 
useful information. Such limitations highlight its reliance on massive datasets and complex 
algorithms, which may not detect the tiny diagnostic signals found in medical imaging.

The study’s comparative and descriptive design may limit its ability to address modest 
changes in image context or patient pathology. The sample size, although large, may be in-
sufficient to draw broad conclusions. Bing’s performance is context-dependent, and using 
only 80 photos may limit insights into its suitability for a wide range of clinical circumstances. 
Furthermore, the absence of real-time adaptive learning from feedback may impede the tool’s 
progress, reducing its long-term relevance in radiology.

While Microsoft Bing incorporates ChatGPT-4 technology, there is evidence to suggest that 
its performance may not be as accurate or contextually aware as the standalone ChatGPT 
platform. This variation could be due to variances in how each system is taught and optimized 
for specific tasks. The standalone ChatGPT platform benefits from tailored training on vari-
ous datasets, which improves performance in delivering nuanced and contextually relevant 
responses. OpenAI recently added memory features to its ChatGPT platform, allowing it to 
remember information between sessions for specific users.2 As a result, when examining each 
system’s usefulness in medical image analysis and other complicated domains, it is critical to 
consider its distinct strengths and limits.

To enhance Bing’s diagnostic capabilities, future initiatives should focus on integrating 
more comprehensive datasets, encompassing a wider array of diseases, imaging modal-
ities, and patient demographics. Language disparities in patient demographics dependent 
on the study location may have a major impact on the interpretation of the results.3 Con-
tinuous training with advanced deep learning techniques could further improve its ability 
to distinguish between various types of images and detect subtle anomalies. Investing in a 
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real-time feedback loop in which Bing learns 
from radiologists’ accurate diagnoses can 
help improve diagnostic accuracy. As Elek4 
points out, the way a question is phrased 
to models like ChatGPT is critical to improv-
ing answer accuracy. Enabling web access 
in ChatGPT or seeking references from the 
PubMed database after asking queries may 
improve the model’s accuracy.3 Finally, col-
laboration with medical practitioners might 
lead to improvements that address specific 
clinical needs. This will eventually make ar-
tificial intelligence systems like Bing more 

reliable as a supplement to medical image 
analysis.
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