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PURPOSE
This study aimed to evaluate the usability of artificial intelligence (AI)-based question generation 
methods–Chat Generative Pre-trained Transformer (ChatGPT)-4o (a non-template-based large lan-
guage model) and a template-based automatic item generation (AIG) method–in the context of 
radiology education. The primary objective was to compare the psychometric properties, perceived 
quality, and educational applicability of generated multiple-choice questions (MCQs) with those 
written by a faculty member.

METHODS
Fifth-year medical students who participated in the radiology clerkship at Eskişehir Osmangazi 
University were invited to take a voluntary 15-question examination covering musculoskeletal and 
rheumatologic imaging. The examination included five MCQs from each of three sources: a radiolo-
gist educator, ChatGPT-4o, and the template-based AIG method. Student responses were evaluated 
in terms of difficulty and discrimination indices. Following the examination, students rated each 
question using a Likert scale based on clarity, difficulty, plausibility of distractors, and alignment 
with learning goals. Correlations between students’ examination performance and their theoreti-
cal/practical radiology grades were analyzed using Pearson’s correlation method.

RESULTS
A total of 115 students participated. Faculty-written questions had the highest mean correct re-
sponse rate (2.91 ± 1.34), followed by template-based AIG (2.32 ± 1.66) and ChatGPT-4o (2.3 ± 
1.14) questions (P < 0.001). The mean difficulty index was 0.58 for faculty, and 0.46 for both tem-
plate-based AIG and ChatGPT-4o. Discrimination indices were acceptable (≥0.2) or very good (≥0.4) 
for template-based AIG questions. In contrast, four of the ChatGPT-generated questions were ac-
ceptable, and three were very good. Student evaluations of questions and the overall examination 
were favorable, particularly regarding question clarity and content alignment. Examination scores 
showed a weak correlation with practical examination performance (P = 0.041), but not with theo-
retical grades (P = 0.652).

CONCLUSION
Both the ChatGPT-4o and template-based AIG methods produced MCQs with acceptable psycho-
metric properties. While faculty-written questions were most effective overall, AI-generated ques-
tions–especially those from the template-based AIG method–showed strong potential for use in 
radiology education. However, the small number of items per method and the single-institution 
context limit the robustness and generalizability of the findings. These results should be regarded 
as exploratory, and further validation in larger, multicenter studies is required.

CLINICAL SIGNIFICANCE
AI-based question generation may potentially support educators by enhancing efficiency and con-
sistency in assessment item creation. These methods may complement traditional approaches to 
help scale up high-quality MCQ development in medical education, particularly in resource-limited 
settings; however, they should be applied with caution and expert oversight until further evidence 
is available, especially given the preliminary nature of the current findings.
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In medical education, structured exam-
ination techniques are of great impor-
tance in objectively assessing students’ 

knowledge, skills, and clinical decision-mak-
ing competencies. In this regard, multi-
ple-choice questions (MCQs) are widely 
used to measure theoretical knowledge. 
These questions also contribute to exam-
ination security and the standardization of 
the assessment process.1,2 However, gener-
ating high-quality MCQs requires attention 
to criteria such as appropriate difficulty lev-
el, discrimination index, distractor quality, 
and measurement validity, which demand 
significant time and expertise. Considering 
the intensity of educational programs, this 
creates a need for more efficient and sus-
tainable methods in MCQ generation.3

In recent years, the rapid development of 
artificial intelligence (AI) has introduced po-
tential alternatives to meet this need. With 
systems developed using large language 
models (LLMs), it is possible to generate a 
large number of questions in a short peri-
od. LLMs stand out as non-template-based 
methods for direct question generation 
and can create a high volume of case-based 
scenarios with minimal effort.4 In addition, 
template-based automatic item genera-
tion (AIG) techniques provide more struc-
tured and instructor-controllable outputs.5 

Although both methods offer their advan-

tages, varying levels of expert oversight 
are required in terms of quality, accuracy, 
and contextual appropriateness.6,7 The lit-
erature suggests that questions created 
using these methods are psychometrically 
valid; however, direct comparative studies 
remain limited. This study distinguishes it-
self by directly comparing Chat Generative 
Pre-trained Transformer (ChatGPT)-4o and 
template-based AIG with faculty-written 
questions in the same real-life examination, 
while incorporating both objective psy-
chometric analyses and subjective student 
evaluations in the context of radiology ed-
ucation.

In this study, the usability of questions 
generated by ChatGPT-4o (a non-template-
based method) and questions developed 
through template-based AIG was examined 
within the context of assessment and eval-
uation. Specifically within radiology edu-
cation, both AIG methods were compared 
with questions written by a faculty member. 
The evaluation was conducted based on 
students’ examination performances, the 
psychometric properties of the questions, 
and perceived quality levels, aiming to pro-
vide empirical data on the applicability of 
AI-based tools in medical education.

Methods
Prior to the study, approval was obtained 

from the Non-Interventional Clinical Re-
search Ethics Committee of Eskişehir Os-
mangazi University (decision number: 34, 
date: October 22, 2024). Participation in the 
study was voluntary, and consent was ob-
tained from students who were to take the 
examination.

Participants

The study was conducted with 5th-year 
medical students enrolled in the Radiology 
internship at Eskişehir Osmangazi Univer-
sity Faculty of Medicine during the 2024–
2025 academic year. A total of 163 students 
were invited to participate in the study.

Examination topics

Within the scope of the radiology intern-
ship, students were taught musculoskeletal 
radiology topics prepared in accordance 
with the European Society of Radiology8 
and the National Core Education Program9, 
including “Radiology of the Skeletal System 
and Soft Tissue Tumors,” “Radiology in Met-
abolic and Endocrine System Diseases,” and 

“Radiology in Rheumatologic Diseases.” In 
addition to the routine radiology internship 
covering these subjects, an examination 
consisting of 15 MCQs was administered. 
Participation in this examination was vol-
untary and had no impact on students’ 
internship grades. The examination was 
scheduled 7–10 days before the end of each 
internship rotation to ensure that students 
had received sufficient radiology training.

Question generation

Of the 15 questions, 5 were created by 
a faculty member, 5 by ChatGPT-4o, and 5 
by the template-based AIG technique. The 
sources of the questions were not disclosed 
to the participants prior to the examina-
tion. The questions prepared by the faculty 
member were written by a physician with 
nine years of radiology experience and a 
PhD in medical education.

The ChatGPT-4o questions were pre-
pared in August 2024. For each lecture 
topic, course materials (slide presentations 
used in lectures and lecture notes provided 
to students as resources) were shared with 
ChatGPT-4o. Subsequently, using prompts 
described in the literature, 5 questions were 
generated for each lecture topic.4,10 Each of 
the 5 questions used in the study was gener-
ated in a separate ChatGPT conversation to 
avoid memory retention effects and ensure 
independence between items. For each ses-
sion, only one prompt was submitted, and 
the first complete set of 5 questions gener-
ated by ChatGPT-4o was directly included 
in the study without further selection or 
filtering. No modifications, edits, or refine-
ments were made to the wording, content, 
or structure of these questions after gener-
ation.

In the template-based AIG method, 
three stages for question generation are 
defined in the literature. In the first stage, 
topic headings were identified.11 For this 
study, it was planned to generate ques-
tions using the template-based AIG meth-
od within the lecture content “Radiology 
in Rheumatologic Diseases.” Accordingly, it 
was decided to generate questions related 
to rheumatoid arthritis (RA), gout, psoriatic 
arthritis (PA), ankylosing spondylitis (AS), 
and osteoarthritis (OA). For these diseases, 
information variables were defined as pa-
tient age, sex, symptoms, medical history, 
and radiographic images. For each diagno-
sis, suitable age ranges (OA: 55–85 years; AS: 
22–45; PA: 30–58; RA: 40–80; gout: 35–65), 

Main points

• Artificial intelligence (AI)-generated ques-
tions using both Chat Generative Pre-
trained Transformer (ChatGPT)-4o and 
template-based automatic item generation 
(AIG) methods had acceptable or very good 
discrimination indices, highlighting their 
consistency in performance difficulty and 
discrimination indices, making them suit-
able for use in radiology education.

• Faculty-authored questions outperformed 
generated ones in terms of student success, 
although template-based AIG questions 
showed the highest consistency in psycho-
metric performance.

• Students rated the generated questions fa-
vorably, indicating that these methods can 
produce clear, plausible, and educationally 
aligned content.

• AI tools, such as ChatGPT-4o and tem-
plate-based AIG systems, can alleviate fac-
ulty workload and support scalable ques-
tion generation with proper validation and 
oversight.

• Combining AI-generated questions with ex-
pert oversight may improve the quality and 
efficiency of assessment development.
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appropriate gender (OA, PA: female/male; 
AS, gout: male; RA: female), and poten-
tially relevant radiographs were specified. 
Subsequently, appropriate symptoms and 
histories were written for each diagnosis. In 
the second stage, a question template was 
created. Two types of question templates 
were developed to ensure variety (Table 
1). In this phase, the correct answer option 
was not directly tied to each diagnosis to 
assess clinical reasoning skills. Radiograph-
ic findings for each diagnosis were defined 
(e.g., OA: asymmetric joint space narrowing, 
subchondral sclerosis, osteophyte forma-
tion; AS: bamboo spine, shiny corner sign, 
vertebral squaring). One diagnosis was ran-
domly assigned as the correct answer, and 
distractors were randomly selected from 
among the other diagnoses. Finally, ques-
tions were generated using Python-based 
software previously validated for use in item 
generation.12 A total of 322 questions were 
generated using the template-based AIG 
method (5 for each diagnosis). One ques-
tion was randomly selected from each di-
agnostic category to ensure diversity across 
clinical conditions, resulting in 5 questions 
used in the examination. These 5 questions 
were reviewed by two faculty members for 
accuracy, clarity, and appropriateness be-
fore inclusion.

The questions written by the faculty 
member were reviewed by a radiology re-
search assistant for factual and grammatical 
errors before being included in the exam-
ination. Of the 5 questions generated by 
ChatGPT-4o and the template-based AIG 
method, 1 randomly selected question for 
each diagnosis (total of 5) was evaluated by 
two faculty members in terms of clarity, clin-
ical appropriateness, presence of a single 
correct answer, factual accuracy, and dis-
tractor quality13; all were deemed appropri-
ate and included in the study. The number 
of questions per method was limited to 5 to 
avoid placing an excessive testing burden 
on students during their radiology intern-
ship. Given that participation in the study 
was voluntary and that the examination was 
administered in addition to the standard 
curriculum assessments, it was deemed 
ethically and practically necessary to keep 
the examination length manageable. The 
primary aim was to explore the feasibility of 
applying AI-based question generation in 
a real-world educational setting. The study 
methodology is illustrated in the flowchart 
presented in Figure 1.

Question evaluation

After the examination, anonymous ex-
amination and question evaluation forms 
were distributed to students. Each ques-
tion was presented individually, and stu-
dents were asked to evaluate them using a 
previously developed form with a 5-point 
Likert scale (“the question text is clear”; “the 
question is of appropriate difficulty”; “the 
question has only one correct answer”; “the 
information provided is sufficient to find the 
correct answer”; “the distractors are logi-
cal”). Although students may not possess 
expert-level judgment on technical item 
quality, their feedback is valuable in assess-
ing the clarity, plausibility, and perceived 
appropriateness of MCQs. Since the exam-
ination was designed for undergraduate 
education, student perceptions reflect re-
al-world usability. Moreover, the Likert items 
used had been adapted from previous stud-
ies and paired with objective psychometric 
analyses to provide a more comprehensive 
evaluation.

Statistical analysis

The theoretical examination consisted 
of 32 MCQs, with 1 question corresponding 
to each hour of radiology instruction. The 
practical examination included 10 radio-
logical cases, each accompanied by three 
components: identification of the imaging 
modality, description of radiological find-
ings, and determination of the most likely 
diagnosis. Each component was scored sep-
arately to calculate the total practical score. 
Each student’s scores from the radiology 
theoretical and practical examinations were 
recorded. The correlation between these 
scores and the number of correct answers in 
the study examination was assessed using 
Pearson’s correlation method. Item discrim-
ination was calculated using both the tradi-
tional 27% upper–lower group method and 
the Pearson item–rest correlation method. 
The latter was computed as the correlation 
between individual item scores and total 
test scores with the target item removed. 
This dual approach aligns with current psy-
chometric recommendations and allows for 
more robust interpretation of item quality. 
Discrimination index thresholds were inter-
preted based on current guidelines in med-
ical education literature, with values ≥0.30 
considered very good, 0.20–0.29 accept-
able, and <0.20 poor14 students’ perceptions 
of the examination were collected using a 
5-point Likert scale. Due to the limited num-

ber of items (n = 5 per group), internal con-
sistency measures, such as Cronbach’s al-
pha, were not computed, as such estimates 
are considered statistically unreliable with 
small item sets.

Results
A total of 115 students (70.6%) agreed to 

participate in the study. The mean number 
of correct answers out of 15 questions in the 
examination was 7.53 ± 3.21. When evaluat-
ed according to the source of the questions, 
the mean number of correct answers was 
2.91 ± 1.34 for the faculty-written ques-
tions, 2.3 ± 1.14 for the ChatGPT questions, 
and 2.32 ± 1.66 for the template-based AIG 
questions, with a statistically significant 
difference (P < 0.001). The faculty-writ-
ten questions were answered correctly 
more frequently than those generated by 
ChatGPT-4o and the template-based AIG 
method (P = 0.010; P = 0.001).

The average difficulty indices were 
calculated as 0.58 for the faculty-written 
questions, 0.46 for the template-based AIG 
questions, and 0.46 for the ChatGPT-4o 
questions. Regarding the discrimination 
index (27% upper–lower group), 5 of the 
faculty-written questions were classified 
as acceptable and 3 as very good; 4 of the 
ChatGPT questions were acceptable and 3 
were very good; all of the template-based 
AIG questions were found to be appropri-
ate (5 acceptable, 5 very good). In addition, 
item–rest correlation (Pearson) analyses 
were performed to further assess discrim-
ination power. According to this method, 
4 of the faculty-written questions, 3 of the 
ChatGPT-generated questions, and 5 of the 
template-based AIG questions showed ac-
ceptable or higher item–total correlations 
(r ≥ 0.20), supporting the results obtained 
via the traditional method, providing pre-
liminary support for the psychometric per-
formance of the items. The difficulty and 
discrimination indices of the questions by 
source are presented in Table 2.

Students’ evaluations of the questions 
and the examination are presented in Tables 
3 and 4. Although the scores obtained from 
the prepared examination did not correlate 
with the theoretical examination scores 
(P = 0.652), a weak correlation was found 
with the practical examination scores (P = 
0.041). Given the limited number of items 
per method, all psychometric results should 
be interpreted with caution and considered 
exploratory.
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Figure 1. Flowchart of the study design. ChatGPT, Chat Generative Pre-trained Transformer; AIG, automatic item generation.

Table 1. Template-based question model

CONTENT TO BE GENERATED: [Reason for Admission] [History] [Radiography] [Question Stem]

Template 1 Template 2

Reason for admission <SYMPTOM> complaint brought the <AGE>-year-old 
<GENDER> patient to the outpatient clinic

The <AGE>-year-old <GENDER> patient presents to the 
outpatient clinic with a <SYMPTOM> complaint

History In the patient’s history, <HISTORY> is noted The history reveals <HISTORY>

Radiography A <RADIOGRAPHY> is requested A <RADIOGRAPHY> is performed for this patient

Question stem Which of the following findings is more likely to be seen in 
this patient compared with the others?

Which of the following radiographic findings would you 
most expect to see in this patient?

Diagnosis Symptoms History Radiography Options

Osteoarthritis

• Pain in the right knee and 
restricted movement at 

both knees 
• Pain and inability to bend 

the left knee

• Pain worsens in the late 
afternoon 

• Pain worsens with physical 
activity

Knee /shoulder

Asymmetric joint space 
narrowing, subchondral sclerosis, 
osteophyte formation, Heberden’s 

nodes, Bouchard’s nodes

Ankylosing spondylitis • Lower back pain 
• Morning stiffness

• Morning stiffness lasting 
for about an hour after 

waking up
• Lower back stiffness 

decreases with physical 
activity

Vertebral/sacroiliac 
joints

Bamboo spine, vertebral 
squaring, shiny corner sign, 

syndesmophytes, ossification of 
the anterior longitudinal ligament

Psoriatic arthritis
• Red eyes and eye itching 

• Rash on extensor surfaces 
of extremities

• Morning stiffness lasting 
for about an hour after 

waking up 
• Pitting in the nails with 

joint pain

Hand
Arthritis mutilans, dactylitis, 

feather-like periostitis, pencil-in-
cup deformity

Rheumatoid arthritis

• Swelling in fingers of both 
hands 

• Swelling and pain in both 
wrists

• Morning stiffness lasting 
for about an hour after 

waking up 
• Pain decreases with 

exercise

Hand/vertebral

Marginal erosions, rheumatoid 
nodules, juxta-articular 

osteoporosis, swan-neck 
deformity, Boutonnière deformity

Gout
• Severe swelling in the toe 
• Redness and increased 
warmth in the toe

• Symptoms started after 
alcohol consumption last 
night 
• Symptoms started after 
eating a rich meal

Elbow/foot
Rat-bite erosions, eccentric 
erosions, soft tissue tophi, Martel’s 
sign
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Table 2. Difficulty and discrimination indices of the generated questions

Difficulty Discrimination (27% upper–lower group method) Item–rest correlation (Pearson)

Faculty member

1 0.60 0.53 0.29

2 0.76 0.57 0.45

3 0.61 0.36 0.27

4 0.67 0.71 0.41

5 0.28 0.28 0.12

Automatic item generation

1 0.57 0.76 0.48

2 0.42 0.64 0.37

3 0.59 0.74 0.54

4 0.31 0.80 0.54

5 0.43 0.74 0.46

ChatGPT-4o

1 0.28 0.65 0.41

2 0.49 0.52 0.29

3 0.14 0.00 −0.80

4 0.77 0.43 0.33

5 0.62 0.25 0.06

ChatGPT, Chat Generative Pre-trained Transformer.

Table 3. Students’ evaluation of the questions [rated on a 5-point Likert scale (1 = strongly disagree, 5 = strongly agree)]

Faculty member Automatic item generation ChatGPT-4o

1 2 3 4 5 1 2 3 4 5 1 2 3 4 5

The question text is clear 4.73 4.76 4.88 4.68 4.54 4.65 4.49 4.73 4.58 4.63 4.53 4.63 4.28 4.73 4.69

The question is of 
appropriate difficulty 4.35 4.55 4.52 4.15 3.88 4.2 3.88 4.24 3.96 4.18 3.75 4.13 3.79 4.44 4.54

The question has only 
one correct answer 4.69 4.79 4.68 4.64 4.24 4.62 4.37 4.55 4.5 4.46 4.4 4.7 4.32 4.71 4.67

The information 
provided in the question 
is sufficient to identify 
the correct answer

4.52 4.65 4.81 4.48 4.3 4.51 4.24 4.5 4.2 4.41 4.28 4.54 4.19 4.73 4.57

The distractors are 
reasonable 4.5 4.52 4.69 4.3 4.23 4.42 4.29 4.49 4.39 4.43 4.27 4.46 4.23 4.64 4.59

ChatGPT, Chat Generative Pre-trained Transformer.

Table 4. Students’ evaluation of the examination [rated on a 5-point Likert scale (1 = strongly disagree, 5 = strongly agree)]

Number of participants 1 2 3 4 5 Mean

The examination is clear 111 0 1 6 18 86 4.73

The examination is of appropriate difficulty 111 7 3 25 35 41 4.35

The examination is appropriate for the radiology 
internship 111 1 6 7 33 64 4.69

The examination aligns with the learning objectives 95 0 4 10 23 58 4.52
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Discussion 
There are publications in the literature in-

dicating that high-quality questions can be 
generated using LLMs.15,16 In many of these 
studies, the questions were subject to ex-
pert review, and it was concluded that the 
use of these questions in examinations is 
appropriate.17,18 In studies involving student 
participation, the questions were found to 
be psychometrically acceptable when com-
pared with human-written questions, and 
LLMs were shown to have the potential to 
serve as test developers for student assess-
ment.19 Some studies have also calculated 
difficulty and discrimination indices for the 
questions.5,6,20,21 In a study by Emekli and Kar-
ahan20 conducted with radiology technician 
students, the difficulty index for questions 
generated by ChatGPT was found to be 0.50, 
and 73.33% of the questions were deemed 
acceptable in terms of discrimination index. 
In another study in the field of anatomy, the 
discrimination index of the generated ques-
tions ranged between 0.29 and 0.54, and 11 
out of 12 questions were reported to have a 
high discrimination index. In the same study, 
difficulty indices were calculated that ranged 
between 0.41 and 0.89.6 Similarly, in this 
study, 4 out of 5 ChatGPT-generated ques-
tions were found acceptable in terms of dis-
crimination index, with an average difficulty 
index of 0.46. These findings appear consis-
tent with the existing literature on questions 
generated with LLMs, though further valida-
tion is required.

The template-based AIG method is an 
automatic question generation technique 
that was studied and developed earlier than 
LLMs. The literature shows that questions of 
sufficient quality for assessment and evalua-
tion can be generated using this method.22 

Questions have been produced using this 
technique in different languages and medi-
cal specialties, and its effectiveness has been 
demonstrated.12,23,24 Recent studies have also 
implemented template-based AIG in mul-
tiple languages, including polish.25 In this 
study, the difficulty index was 0.46, and the 
discrimination index ranged between 0.64 
and 0.8, which is classified as very good. 
Additionally, with the recent emergence of 
LLMs, hybrid methods that combine both 
question generation techniques have be-
gun to be developed. This approach, com-
bining the strengths of AI-based and tem-
plate-based methods, presents a promising 
alternative in the field. In expert evaluations 
of questions generated using the hybrid 
method, it was reported that the correct an-

swer could be identified in 96.2% of cases, 
and consensus was reached among experts 
on all questions.26

In addition to the findings in the literature, 
this study applied questions generated by 
both methods to the same student popula-
tion and compared them with faculty-written 
questions. However, no prior study in radiol-
ogy education has evaluated both question 
generation techniques in an examination 
format alongside faculty-authored ques-
tions. In one study, clinical reasoning skills 
in radiology were evaluated by experts, and 
questions generated by ChatGPT were rated 
84.52% successful, faculty-written questions 
82.14%, and template-based AIG-generated 
questions 78.57%. Based on these findings, 
both AI-based question generation methods 
were considered effective in assessing clini-
cal reasoning skills.27 Recent work by Mistry 
et al.28 also supports the feasibility of LLMs, 
particularly GPT-4, in generating radiology 
board-style MCQs with high expert ratings 
in clarity, difficulty, and rationale quality. Al-
though their study focused on expert review 
rather than student performance data, our 
findings complement theirs by providing 
psychometric and student-based validation 
of AI-generated items in undergraduate ra-
diology education. Together, these studies 
contribute to a growing body of evidence 
supporting the role of LLMs in medical as-
sessment design. In this study, consistent 
with the aforementioned research, both 
methods were found to produce questions 
with appropriate difficulty and discrimi-
nation indices. Additionally, the questions 
generated using the template-based AIG 
method demonstrated particularly high dis-
crimination indices.

ChatGPT and template-based AIG offer 
significant advantages in accelerating and 
diversifying the process of preparing MCQs, 
while also reducing the workload on faculty 
members. The fact that the questions pro-
duced using these methods have accept-
able levels of difficulty and discrimination 
suggests potential utility in assessment pro-
cesses, although further research is needed 
to confirm this. However, due to the limited 
sample size of items in this study, these find-
ings should be considered preliminary and 
exploratory, in line with similar small-scale 
investigations in the literature. Further large-
scale studies are required to confirm these 
initial observations. These methods also 
have certain limitations. Questions generat-
ed by LLMs may sometimes contain content 
errors or semantic ambiguities, whereas the 
template-based AIG method requires ex-

tensive preparation and expertise, making 
it time-consuming. To minimize these lim-
itations, hybrid methods that combine the 
speed and flexibility of AI with the control-
lability of template-based approaches may 
offer a more balanced and reliable question 
generation model.

This study has some limitations. First, it 
was conducted at a single medical school 
and only with 5th-year radiology internship 
students, which may limit the generalizabil-
ity of the findings. Additionally, the examina-
tion administered during the study was vol-
untary and not included in official grading, 
which may have resulted in variable student 
motivation levels. The limited number of 
questions in the examination also restricted 
the evaluation of a broader range of item 
characteristics for each method. In particular, 
key psychometric metrics, such as reliabili-
ty coefficients, could not be calculated due 
to the small item set, limiting the interpret-
ability of overall examination consistency. 
Therefore, the findings should be viewed as 
preliminary and not generalizable without 
replication in larger datasets. The inclusion 
of only 5 questions per method constrains 
the reliability and generalizability of the psy-
chometric analyses. Future research should 
consider increasing the number of items–
ideally approaching the scale of studies such 
as Law et al.29, which suggests 100 questions 
per method–to strengthen statistical power 
and validity. Although the prompt structures 
used in ChatGPT-4o were systematically con-
trolled, the model’s inherent variability may 
have led to some content differences. In the 
template-based AIG technique, questions 
were generated based on only one specific 
topic, limiting the evaluation of the method’s 
effectiveness in other radiologic subfields. 
Some items in the examination showed dis-
crimination index values >0.70, which may 
indicate high heterogeneity among partici-
pants or inconsistent motivation, as the test 
was voluntary and ungraded. Additionally, 
we used both the 27% upper–lower meth-
od and item–rest (Pearson) correlation for 
discrimination analysis. The latter provid-
ed more moderate values, suggesting that 
the items performed reasonably well across 
ability levels. Finally, psychometric analyses 
were conducted solely within the framework 
of classical test theory, limiting comparisons 
with alternative analytical methods. There-
fore, future research is recommended to 
include larger participant groups, be con-
ducted in different medical schools, and in-
volve multicenter applications across various 
clinical domains. Another limitation is relat-
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ed to the nature of the student evaluations 
of the MCQs. Although students provided 
valuable insights regarding question clari-
ty, plausibility of distractors, and perceived 
alignment with learning goals, their ability to 
assess critically the psychometric and clinical 
quality of the questions may be limited. As 
undergraduate learners, they may not have 
the expertise required to fully evaluate item 
quality or the nuances of the clinical content 
presented.

In conclusion, this study demonstrates 
that AI-based question generation tech-
niques in radiology education perform com-
parably with faculty-authored questions in a 
limited pilot setting. Both ChatGPT-4o and 
template-based AIG-generated questions 
possess acceptable levels of discrimination. 
However, due to the small number of items 
and single-institution design, these results 
should be interpreted with caution, giv-
en the small sample of items used and the 
single-institution design. The findings are 
preliminary and exploratory and should not 
be generalized without replication in larger 
item sets and multicenter studies. AI-based 
question generation methods may serve as 
supplementary tools in student assessment 
by reducing the time and expertise require-
ments traditionally needed in question de-
velopment. Given the small item sample 
used in this study, the results should be inter-
preted as exploratory and hypothesis-gener-
ating rather than conclusive. Future research 
with larger item sets and multicenter designs 
is warranted to further validate the effective-
ness of these approaches.
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